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What is a data scientist?

We interviewed 16 data scientists at 

Microsoft.

5 women, 11 men.  3 MS/MBA, 8 PhDs

Ads, Azure, Bing, Exchange, Office, 

R&D, Skype, Windows, and Xbox

Recruited through snowball sampling

Kim, Zimmermann, DeLine, and Begel,

“The Emerging Role of Data Scientists on Software Development 

Teams”

International Conf. on Software Engineering, 2016
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Five working styles of data 

scientists

Coordinate between managers and 

engineers within a product group

Generate insights and to guide their 

managers in decision making

Strong communication and coordination 

skills

P2 got a clear goal for managers and 

worked with engineers to get data:

I basically tried to eliminate from the 

vocabulary the notion of “You can just 

throw the data over the wall ... She’ll 

figure it out.” [P2]
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Five working styles of data 

scientists

Senior data scientists who typically 

run their own data science teams

Act as data science “evangelists”

Work with senior company leaders to 

inform broad business decisions

P10 led a team to do bug estimation:

Sometimes people who are really good with 

numbers are not as good with words 

(laughs), so having an intermediary to 

handle the human interfaces between the 

data sources and the data scientists, I 

think, is a way to have a stronger 

influence.

model 
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Five working styles of data 

scientists

Build reusable data engineering 

platforms 

Make trade-offs between engineering 

and scientific concerns

Strong systems background

P4 makes crash data actionable:

You come up with something called a bucket 

feed. It is a name of a function most 

likely responsible for the crash in the 

small bucket. We found in the source code 

who touched this function last time. He 

gets the bug.

model 

specialist
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Five working styles of data 

scientists

Act as expert consultants

Build predictive models that can be 

instantiated as new software features 

and support other team’s data-driven 

decision making

Strong background in machine learning 

and statistics.

P7 is an expert in time series 

analysis:

The [Program Managers] and the Dev Ops 

from that team... come up with a new set 

of time series data that they think has 

the most value and then they will point us 

to that, and we will try to come up with 

an algorithm or with a methodology to find 

the anomalies for that set of time series. 
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Five working styles of data 

scientists

“Do it all”, from forming a business 

goal, to data collection, to 

analysis, to communication

P13 thinks of new ideas for ads:

For months at a time I'll wear a dev hat 

and I actually really enjoy that, too. 

... I spend maybe three months doing some 

analysis and maybe three months doing 

some coding that is to integrate whatever 

I did into the product. … I love the 

flexibility that I can go from being 

developer to being an analyst.

model 
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Performance Regression

Are we getting better in 
terms of crashes or worse? 
[P3] 

Requirements 
Identification

If you see the repetitive 
pattern where people don’t 
recognize, the feature is 
there. [P3] 

Root Cause Analysis 

What areas of the product 
are failing and why? [P3] 

Bug Prioritization

Oh, cool. Now we know which 
bugs we should fix first. 
Then how can we reproduce 
this error? [P5] 

Server Anomaly Detection

Is this application log 
abnormal w.r.t. the rest of 
the data? [P12] 

Failure Rate Estimation

Is the beta ready to ship? 
[P8] 

Customer Understanding

How long do our users use 
the app? [P1] 

What are the most popular 
features? [P4] 

Cost Benefit Analysis

How many customer service 
calls can we prevent if we 
detect this type of anomaly? 
[P9]

What do data scientists work 

on?



Follow-up Survey

Questionnaire with 793 respondents

• Two populations: data science discipline 
(36% resp. rate); data science 

distribution list (32%)

• Demographics/education

• Work styles and activities

• Challenges and best practices

• Correctness/quality

Kim, Zimmermann, DeLine, and Begel,

“Everything You Wanted to Know About Data Scientists in Software 

Teams”

In submission, Trans. on Software Engineering
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What’s it like to 

be a data 

scientist?



Kitteh Pong!



1 Help the team decide whether to 

implement this feature (analytics).

2 If so, help the team deploy the 

feature.

3 Measure player reaction to the 

feature (flighting).

4 Monitor customer usage of the 

feature.

Matching players by skill





1a. Grab a manageable sample of the 

data.



Excel - eda

1b. Explore the data 

sample.



Tableau – eda



Rstudio

1c. Brainstorm the score computation.





1d. Scale out the score computation.



Rstudio

1e. Make persuasive visualizations.



1. Help the team decide whether to 

implement player matching (analytics).

2. If so, help the team deploy the 

feature.

3. Measure player reaction to the feature 

(flighting).

4. Monitor customer usage of the feature.



4. Monitor customer usage.



Lots of work to make the 

data fit the system

Many hours of waiting for 

batch processing of data

Clerical work to handle 

files and pass data 

between separate tools

Constant vigilance to keep 

data organized and not 

lose it

Interaction and iteration 

require working with small 

samples















What Tempe gets right and wrong

URL sharing and visualizations support team 

communication.

A single query API supports many scenarios.

The use of C# allows code to move between Tempe 
and the production system.

Easy switching between monitoring and ad hoc 
queries supports “drilling in”.

The need for scripting turns developers into 

gatekeepers.

Originally we took the PMs and said here's a quick way 
to do this. They sort of tried to use it, but they 
weren't able to, so it fell back to me.



Study of logging and telemetry

Stage 1: Interviews with 28 Microsoft 

engineers

10 devs, 9 PMs, 4 data scientists, 2 ops, 2 content devs, 1 

service eng

We learned that engineers do 8 activities, with several pain 

points

Stage 2: Internal survey with 1823 

respondents

Random selection from the address book (28% response rate)

Confirmed activities and pain points

Barik, DeLine, Drucker, Fisher

“The Bones of the System: A Case Study of Logging and Telemetry at Microsoft”

ICSE 2016



Eight activities with logs/telemetry

Engineering the data pipeline

e.g. data collection, deploying 

data features

Doing data science

e.g. analyzing data, running 

experiments

Instrumenting for 

logs/telemetry

e.g. adding log statements to 

the code

Improving the user experience

e.g. understanding feature usage

Troubleshooting problems

e.g. finding a bug’s root cause

Triaging work items

e.g. assigning priority and 

responsibility

Monitoring services

e.g. looking for anomalies

Making business decisions

e.g. product planning, marketing 

strategies
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weekly



There are several recurring pain 

points. 

• Working with data is only 

part of the job. Tools 

require too much effort.

• Getting the whole picture 

means combining multiple 

logs.

• Our tools are too slow.

• Our tools are too hard to 

use and clerical.





EventFlow – Univ. of 

Maryland

http://hcil.umd.edu/eventflow/



1. Originally, testing was its own 

discipline; today it is a skill. 

Today, data science is its own 

discipline; tomorrow will it be a 

skill?

2. Both experts and non-experts want to 

get answers from data.

Conclusions we draw from data are 

having an increasingly large effect on 

the world.

We need tools for data science to make it 

easy to get answers from data with high 

confidence.


